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A mathematical perspective

A structural view of predictive 
coding 



Draft



1. Prediction error minimisation: generative model produces observations consistent 
generative process 

2. Generative model need not be a mirror of the generative process (structure vs. behaviour)

Some intuitive ideas

Predictive coding under the FEP

Parr et al. 2023



Duality of structure and behaviour
Algebras and coalgebras

(3 + 1) * (4 − 2)
= (4) * (2)

= 8

Stream

StreamHead

StreamHead

Algebras (using constructors)

Coalgebras (using destructors)



Let’s simplify things

A 1/2 new perspective

• Core ideas behind the FEP same from 
“internal model principle” (old) 

• Disentangle structure from algorithms and 
approximations (new)

Parr et al. 2023



Control-plant-environment factorisation

Meanwhile, in control theory



A model of homeostasis (implying a model?)

Internal model principle



Coalgebras as a language for dynamical systems

Abstracting things

The “standard” way The coalgebraic way Graphically (informal)

A (closed) dynamical 
system

A dynamical system 
with outputs

A dynamical system 
with inputs

A dynamical system 
with inputs&outputs

A probabilistic system 
with inputs&outputs

(X, α : X → X) (X, f : X → X)

(X, I, β : X × I → X) (X, f𝖨𝗇 : X → XI)

(X, O, α : X → X,
γ : X → O)

(X, f𝖮𝗎𝗍 : X → X × O)

(X, I, O, β: X × I → X,
γ: X → O) (X, f𝖬𝗈𝗈𝗋𝖾 : X → XI × O)

(X, I, O, βP: X × I → P(X),
γP: X → P(O))

(X, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾 :
X → P(X)I × P(O))



Take two closed systems,  and . A map between 
these systems is a function  such that the following diagram 
commutes 

or in other words, if .

(S, f ) (T, g)
ϕ

g(ϕ(S)) = ϕ( f(S))

Maps between (closed) systems
Coalgebra (homo)morphisms by example



Bisimulations, congruences on behaviour, by example

Behavioural equivalence

Take two closed systems,  and . A bisimulation 
between these systems is a relation  such that the following 
diagram commutes 

or in other words, if  and 

.

(S, f ) (T, g)
R

g(π2(R)) = π2(γ(R))
f(π1(R)) = π1(γ(R))

Take two open systems,  and . A 

bisimulation between these systems is a relation  such that 
the following diagram commutes 

(S, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾) (T, g𝖯𝗋𝖬𝗈𝗈𝗋𝖾)
R

Maps of systems vs. bisimulations?



Prediction error minimisation = Agent-environment attunement

1. The relation between agent and environment



Bisimulation equivalences of environments for a particular goal

Compressing environments’ models



Automata theory by changing functors

Background: classical theory of symbol sequences

Examples:

Regular grammar

{a^n b^m}: aabbbbb

Context free grammar 

{a^n b^n}: aaabbb

Context sensitive grammar

{a^n b^n c^n}: aaabbbccchttps://www.geeksforgeeks.org/chomsky-
hierarchy-in-theory-of-computation/

(Probably) human unique capacity

But… Seek for more computational approaches => Surprisal



Summary

Using coalgebras to formalise a general treatment of 
predictive coding under the FEP: 

• Prediction error as a bisimulation (equivalence on 
behaviours) 

• Generative model as coarse-grained version of 
generative process (bisimulation equivalence) or as 
belief MPD of generative process/POMDP 

Advantages: 

• We can change functor (discrete probability, power 
set, tangent, etc.) and obtain automata, continuous-
time systems, etc.





A way to look at compressed models

2. “Action-oriented” models

“World models” meaning “models the environment” is a pretty 
flashy but bad name 

Surely they can’t be about the entire universe dynamics, so 
what are they talking about? 

Action oriented models seem more reasonable (but not 
formal):

Proposed formalisation: bisimulation equivalences. 

These build (dynamical) compressions of environments, with 
various possible criteria, for instance: 

- compression for all possible actions of all possible agents 

- compression for all possible actions of a single agent 

- compression for all possible actions of a single agent, given the 
same reward 

- compression for the actions of a policy chosen by an agent, 
given the same reward 

- …Clark 2015



Coalgebra (homo)morphisms by example

Maps between (open) systems

Take two probabilistic dynamical systems,  and 

. A map between these systems is a function  
such that the following diagram commutes 

or in other words, if .

(S, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾)
(T, g𝖯𝗋𝖬𝗈𝗈𝗋𝖾) ϕ

g𝖯𝗋𝖬𝗈𝗈𝗋𝖾(ϕ(S)) = ϕ( f𝖯𝗋𝖬𝗈𝗈𝗋𝖾(S))

(Same thing as before, but requiring 
that ’s inputs and outputs 

are equal to ’s at each 
time step whenever there’s a map 
between their states that commutes 
with the systems’ dynamics.)

(T, g𝖯𝗋𝖬𝗈𝗈𝗋𝖾)
(S, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾)


