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When does a system model 
another system?





Different flavours of models

Contents

- Internal models in control 

- Systems, and 

- Models 

- Process theories from categories 

- Probabilities, possibilities, and 

- Bayes theorem and conjugate priors 

- Take home message: Internal model 
principle implies a Bayesian filtering 
interpretation, the converse is not true

Demski et al. (2018)



Representations? World models? Internal models?

The problem

• “Evidence for neural representations in area XYZ" 

• “Perception updates internal representations of the external world” 

• “Biological organisms use internal models to navigate dynamic environments” 

• “Brains build predictive world models to anticipate future events” 

• … 

I have no idea what any of these things mean, mathematically



“Brains model the environment”

The intuition

Demski et al. (2018)



Looking in different areas

The literature

• Machine/reinforcement learning (“world 
models”) 

• Biology (“internal models”) 

• Cognitive science/philosophy of mind 
(“internal models”, “Bayesian models”) 

• Neuroscience (“internal models”)

Are my “models” 
the same as your 

“models”?
I don’t know…



Different definitions

The literature

Do we need different frameworks for “internal models”? 

• ML (representation learning, feature extraction, disentanglement) 

• Biology/neuroscience (predictive coding) 

• Statistics (Bayes theorem) 

• Control theory/cybernetics (internal model principle, good regulator “theorem”)



Agents and environments

Background



Factorising the agent

Unpacking that a little

cf. Randy Beer



Friston blankets, boundary factored into sensors and actuators

Meanwhile, the FEP



Control-plant-environment factorisation

Meanwhile, in control theory



A model of homeostasis (implying a model?)

Internal model principle (IMP)

Controller models environment because it 
“knows” how to counteract perturbations 



“When does a system model another system?” 

1. What do we mean by “system”?



Some definitions

Systems (fully observable)

Systems Inputs Outputs

Open Yes Yes

Autonomous No Yes

Closed No No



Our setup: full system and components

Factorisation of systems



“When does a system model another system?” 

 2. What do we mean by “model”?



What is this?

Informally



An example

Two perspectives

• Controller: the army outside the castle 

• Environment: the army inside the castle



Definition

Model

Generalising ideas such as: 
- Coarse grainings 
- Lumpability 
- Variable aggregation 

- State aggregation 
- Model reduction/compression (PCA, 

SVD, t-SNE, UMAP, etc.) 
- Dynamical consistency 

- Macrostates 

- -machines 
- …

ϵ



“When does a system model another system?” 

 3. “When” does this happen?



Sufficient conditions for models of the full system and of the environment

Controllers modelling systems

• Controllers solve problems 

• Controllers are autonomous/open loop 
when solving problems 

• Kind of mysterious…



“When does a system model another system?” 

 4. What does Bayes have to do with this?



• Objects 

• Morphisms 

• Identity 

• Composition

String diagrams

Categories



• Parallel composition 

• Identity object 

• Swap map 

• Interchange law 

• Naturality of swap

Putting things in parallel in string diagrams

Process theories

Boisseau et al. (2022)



Process theories for non-deterministic processes

Markov categories

• Copy 

• Delete 

subject to the following

• Deterministic morphism 

such that 

• Non-deterministic morphisms 

• Normalised probabilities

commutativity
associativity

identity



By example, with probabilities

Markov categories

• Probability distribution 

• Conditional probability 

• Chapman-Kolmogorov 

• Joint probability 

• Marginalisation 

• Chain rule

 or f(x) P(x)

 or g(y ∣ x) P(y ∣ x)

∑
y∈Y

g′￼(z ∣ y)g(y ∣ x) = g′￼′￼(z ∣ x)

h(w, z)

∑
z∈Z

h(w, z) = h′￼(w)

h(w, z) = h′￼′￼(z ∣ w) h′￼(w)



With (hyper)parameters,  is a Bayesian 
inversion of  if

f †

f
The map  is a Bayesian inversion (think, a 
posterior) of  if

f †

f

In string diagrams

Bayesian inference

f(y |x) p(x) = f †(x |y)∑
x∈X

f(y |x) p(x) f(y |x) ψ(x; θ) = f †(x |y; θ)∑
x∈X

f(y |x) ψ(x; θ)

⟹ f †(x |y) =
f(y |x) p(x)

∑x∈X f(y |x) p(x)
⟹ f †(x |y; θ) =

f(y |x) ψ(x; θ)
∑x∈X f(y |x) ψ(x; θ)



- impose the following

“Prior and posterior are of the same family”What are conjugate priors? 

- take parametrised Bayes

In string diagrams

Conjugate priors in categories



The map  is a Bayesian filtering inversion 
of  if

κ†

κ

Bayesian filtering and conjugate priors for filtering

Models that change over time

κ†(x |y) =
∑x′￼∈X κ(y, x ∣ x′￼) p(x′￼)

∑x′￼,x′￼′￼∈X κ(y, x′￼′￼∣ x′￼) p(x′￼)

Conjugate priors for Bayesian filtering 

—> There exists a map  such that c



Special case

Bayesian interpretations

Turn definition of conjugate priors for Bayesian 
filtering (and inference as a special case) 
around:  

- assume a map  (controller, brain, maybe 
agent, etc.) 

and find 

- interpretation (or belief) map , and 

- Bayesian model  (environment, whole world, 
etc.) 

such that…

c

ψ
κ



Main result

The theorem

Informally: for every “model”,  
we have a Bayesian filtering interpretation 
(actually, more than one, but at least this one).



Controllers model environments in a Bayesian sense

Bayesian filtering for controllers



Control theoretic models are “trivial” from a Bayesian perspective

A special interpretation

This interpretation is however: 

• possibilistic (not probabilistic) 

• the Bayesian model  is an 
approximation (it groups and updates 
indistinguishable states of the env.) 

• “trivial” since observations are ignored 

• one where controller updates are 
deterministic

κ



Beliefs without probabilities

Possibilistic uncertainty

- Non-deterministic automata (computer 
science) 

- constructor theory (physics) 

- viability theory (dynamical systems)



An example

Two perspectives

• Controller: the army outside the castle 

• Environment: the army inside the castle 

• Task for the controller: survive arrows 
from army inside castle





Time t Time t + 1
Move place/window

Q: What should we have here? 

A: The same target, in their new 
position, targeted by the same 3 

archers

Model mapModel mapTarget



Time t Time t + 1
Move place/window

An archer gets hit, can’t reach 
the window 

Not a model

Model mapModel mapTarget





Time t

Belief map

Time t+1

Belief map

Q: What should we have here? 

A: Position of archers with same target 
(us), consistent with previous beliefs

Move place



Time t

Belief map

Time t+1

Belief map

Our beliefs missed an archer 

Not an interpretation

Move place



They decide how narrow the slit is (modulo probabilities)

Model map/belief map



And applications

Implications

IMP describes consistency between systems 

- brain-environment 

- agent-environment 

- controller-environment 

- … 

A pre-requisite for any good notion of model?

This appears in: 

- theoretical biology (Rosen) 

- machine learning (representation learning) 

- control theory (IMP and other derived ideas) 

- neuroscience (FEP, predictive coding)



In summary

Results

1.Definition of “model” generalising coarse grainings 
and the likes, compatible with physics/control theory 
definitions 

2.Proved that every “model” implies a Bayesian filtering 
interpretation (the reverse is not true because…) 

3.This interpretation is very special

Nathaniel VirgoMartin Biehl Matteo Capucci


