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A mathematical perspective

The role of embodiment in 
predictive coding frameworks 



"Using mathematical symbols =/= doing mathematics” (Sophie Libkind)

Contents

Goal: Mathematise aspects of predictive 
coding/FEP 

Delivery: Long intro + short “punchline”

Contents 

• Some connections to ASSC 

• Agent-environment systems 

• Predictive coding preliminaries and some 
“commandments" 

• Coalgebras for dynamical systems by 
example (maps between systems and 
behaviours) 

• Bisimulations to study embodiment in 
predictive coding proposals 

• Some reflections on embodiment



Structure and behaviour
A tale of two ideas

• Mathematical structure of conscious 
experience 

• Computational functionalism

Seth 2024

Lopez-Garrido 2023



Duality of structure and behaviour
Algebras and coalgebras

(3 + 1) * (4 − 2)
= (4) * (2)

= 8

Stream

StreamHead

StreamHead

Algebras (using constructors)

Coalgebras (using destructors)



Background
What I am interested in 



Factorising the agent
Unpacking that a little

cf. Randy Beer



Friston blankets, boundary factored into sensors and actuators
Meanwhile, the FEP



What agents ARE
The free energy principle

• A foundational theory of agents, (living) 
systems, “things” 

• A thing is a “thing” if and only if it (appears 
to) minimise(s) free energy 

• Friston blankets as a “veil” that separates 
internal from external states



What agents DO
Active inference

• Assumes POMPDs/state-space models 
problem structure (~ RL setup) 

• Provides an alternative cost function 
(expected free energy) 

• …ideally one that is derived from the FEP, but 
it can stand without it



Predictive coding “commandments” I will follow: 

1. The generative model ought to produce observations consistent with the ones produced by the 
generative process (create an explanation for the observations) 

2. The generative model does not need to be a mirror of the generative process

Some intuitive ideas
Predictive coding within the FEP

Parr et al. 2023



Let’s simplify things
A 1/2 new perspective

• The free energy principle presentation is 
complicated for, mostly, no reason 

• Core ideas behind the FEP have admittedly 
been proposed in the past (see “internal 
model principle” next) 

• Disentangle problem formulation from 
algorithms and approximations (let’s instead 
look at the general problem, but most of 
these ideas can easily be implemented)

Parr et al. 2023



Control-plant-environment factorisation
Meanwhile, in control theory



A model of homeostasis (implying a model?)
Internal model principle



Coalgebras as a language for dynamical systems
Abstracting things

The “standard” way The coalgebraic way Graphically (informal)

A (closed) dynamical 
system

A dynamical system 
with outputs

A dynamical system 
with inputs

A dynamical system 
with inputs&outputs

A probabilistic system 
with inputs&outputs

(X, α : X → X) (X, f : X → X)

(X, I, β : X × I → X) (X, f𝖨𝗇 : X → XI)

(X, O, α : X → X,
γ : X → O) (X, f𝖮𝗎𝗍 : X → X × O)

(X, I, O, β: X × I → X,
γ: X → O) (X, f𝖬𝗈𝗈𝗋𝖾 : X → XI × O)

(X, I, O, βP: X × I → P(X),
γP: X → P(O))

(X, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾 :
X → P(X)I × P(O))



Take two closed systems,  and . A map between 
these systems is a function  such that the following diagram 
commutes 

or in other words, if .

(S, f ) (T, g)
ϕ

g(ϕ(S)) = ϕ( f(S))

Maps between (closed) systems
Coalgebra (homo)morphisms by example



Coalgebra (homo)morphisms by example
Maps between (open) systems

Take two probabilistic dynamical systems,  and 
. A map between these systems is a function  

such that the following diagram commutes 

or in other words, if .

(S, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾)
(T, g𝖯𝗋𝖬𝗈𝗈𝗋𝖾) ϕ

g𝖯𝗋𝖬𝗈𝗈𝗋𝖾(ϕ(S)) = ϕ( f𝖯𝗋𝖬𝗈𝗈𝗋𝖾(S))

(Same thing as before, but requiring 
that ’s inputs and outputs 
are equal to ’s at each 
time step whenever there’s a map 
between their states that commutes 
with the systems’ dynamics.)

(T, g𝖯𝗋𝖬𝗈𝗈𝗋𝖾)
(S, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾)



Bisimulations, congruences on behaviour, by example
Behavioural equivalence

Take two closed systems,  and . A bisimulation 
between these systems is a relation  such that the following 
diagram commutes 

or in other words, if  and 
.

(S, f ) (T, g)
R

g(π2(R)) = π2(γ(R))
f(π1(R)) = π1(γ(R))

Take two open systems,  and . A 
bisimulation between these systems is a relation  such that 
the following diagram commutes 

(S, f𝖯𝗋𝖬𝗈𝗈𝗋𝖾) (T, g𝖯𝗋𝖬𝗈𝗈𝗋𝖾)
R

Maps of systems vs. bisimulations?



Functions vs relations in Set
Maps of systems vs. bisimulations in Coalg(Set)

vs.



Proposal: predictive coding as bisimulations

What is predictive coding mathematically?

Predictive coding “commandments” I will 
follow: 

1. The generative model ought to produce 
observations consistent with the ones 
produced by the generative process (create 
an explanation for the observations) 

2. The generative model does not need to be 
a mirror of the generative process

—> There is a bisimulation between a 
“correct” generative model and a given 
generative process 

—> Agents only need an understanding of 
generative processes as relevant for their 
tasks/actions repertoire



Agent-environment attunement as a bisimulation

1. The relation between agent and environment



A way to look at compressed models
2. “Action-oriented” models

“World models” meaning “models the environment” is a pretty 
flashy but bad name 

Surely they can’t be about the entire universe dynamics, so 
what are they talking about? 

Action oriented models seem more reasonable (but not 
formal):

Proposed formalisation: bisimulation equivalences. 

These build (dynamical) compressions of environments, with 
various possible criteria, for instance: 

- compression for all possible actions of all possible agents 

- compression for all possible actions of a single agent 

- compression for all possible actions of a single agent, given the 
same reward 

- compression for the actions of a policy chosen by an agent, 
given the same reward 

- …Clark 2015



Bisimulation equivalences of environments for a particular goal
Compressing environments’ models



The role of the body in standard predictive coding stories
Where is embodiment in this story?

- This is still vastly brain centric (the brain predicts, the brain 
matches the environment, etc.) but 

- … is it fair to compare “plant” and “body”? Maybe a 
“controller” is better suited to represent “brain+body” and 
“plant” should be seen only as “membrane”?   

- Does “rewiring action and observations” in the plant/body 
count as embodiment? 

- Does “mirroring the environment” (behaviourally rather than 
structurally) in the brain count towards embodiment? 

- Does “compressing the environment” count towards 
embodiment?



Summary

• Agent-environment setup 

• Coalgebras, one way to talk about behaviour (functionalist-like?) 

• Maps between coalgebras to define behavioural equivalence (bisimulations) 

• Claims: 

• FEP-style agents captured by bisimulation between brain and environment 

• Better FEP-style agents “compress” the environment to their needs 

• The role of the “body” in FEP-style agents seems quite limited


